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1. Compare the following  - Web 1.0, 2.0 & 3.0 

2. Compare the WWW vs Internet 

3. Technical and economic benefits of IPv6 

4. Characteristics of Web  

5. What is Web? What is its purpose ?  

6. Stack for a Website - technology  

7. Virtues of Data on cloud  

8. Web based business models 

9. E-Commerce / E-Business 

10. Steps for creating a website & what are the types of 

website ? 

11. Content of a website ( Transaction, Entitites, Outcome, 

Nature, Business model) 
#



Simple Compare & Contrast of Web 1.0, 2.0, and 3.0 (Update 1) 
  Web 1.0 Web 2.0 Web 3.0 

Simple Definition Interactive / Visual 
Web Programmable Web Linked Data Web 

Unit of Presence Web Page Web Service Endpoint Data Space (named 
structured data enclave) 

Unit of Value 
Exchange Page URL Endpoint URL for API Resource / Entity / 

Object URI 

Data Granularity Low (HTML) Medium (XML) High (RDF) 

Defining Services Search Community (Blogs to Social 
Networks) Find 

Participation 
Quotient Low Medium High 

Serendipitous 
Discovery Quotient Low Medium High 

Data Referencability 
Quotient Low (Documents) Medium (Documents) High (Documents and 

their constituent Data) 

Subjectivity 
Quotient High 

Medium (from A-list 
bloggers to select source 
and partner lists) 

Low (everything is 
discovered via URIs) 

Transclusence Low Medium (Code driven 
Mashups) 

HIgh (Data driven 
Meshups) 

What You See Is 
What You Prefer 
(WYSIWYP) 

Low Medium 
High (negotiated 
representation of resource 
descriptions) 

Open Data Access 
(Data Accessibility) Low Medium (Silos) High (no Silos) 

Identity Issues 
Handling Low Medium (OpenID) High (FOAF+SSL) 

Solution Deployment 
Model Centralized Centralized with sprinklings 

of Federation 

Federated with function 
specific Centralization 
(e.g. Lookup hubs 
like LOD Cloud 
or DBpedia) 

Data Model 
Orientation 

Logical (Tree based 
DOM) Logical (Tree based XML) Conceptual (Graph based 

RDF) 

User Interface 
Issues 

Dynamically 
generated static 
interfaces 

Dyanically generated 
interafaces with semi-
dynamic interfaces (courtesy 
of XSLT orXQuery/XPath) 

Dynamic Interfaces (pre- 
and post-generation) 
courtesy of self-describing 
nature of RDF 

Data Querying Full Text Search Full Text Search 

Full Text Search + 
Structured Graph Pattern 
Query Language 
(SPARQL) 



What Each Delivers Democratized 
Publishing 

Democratized Journalism & 
Commentary (Citizen 
Journalists & 
Commentators) 

Democratized Analysis 
(Citizen Data Analysts) 

Star Wars Edition 
Analogy 

Star Wars (original 
fight for 
decentralization via 
rebellion) 

Empire Strikes Back 
(centralization and data silos 
make comeback) 

Return of the JEDI 
(FORCE emerges and 
facilitates decentralization 
from "Identity" all the 
way to "Open Data 
Access" and "Negotiable 
Descriptive Data 
Representation") 

 
!
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2 Benefits and Costs of Adopting IPv6 
 
 
Industry stakeholders and Internet experts generally agree that IPv6-based networks would be technically 

superior to IPv4-based networks.44  The increased address space available under IPv6 could stimulate 

development and deployment of new communications devices and new applications, and could enable 

network restructuring to occur more easily.  The redesigned header structure in IPv6 and the enhanced 

capabilities of the new protocol could provide significant benefits to Internet users, network 

administrators, and applications developers.  IPv6 could also simplify the activation, configuration, and 

operation of certain networks and services. 

 

Widespread adoption of IPv6, however, could entail significant transition costs because the Internet today 

is composed almost entirely of IPv4-based hardware and software.  Furthermore, as noted above, many 

of IPv6’s enhanced capabilities have also been made available in IPv4, albeit with varying levels of 

performance.  As a result, producers and consumers may continue to use IPv4 for some period of time 

(perhaps with further augmentation) to avoid or to defer the costs of upgrading to IPv6.  Many of the 

prospective benefits of IPv6, moreover, appear to be predicated on the removal or modification of 

“middleboxes” that affect direct Internet communications between end-user devices, such as Network 

Address Translation (NAT) devices (see Section 2.1.1.2), firewalls, and intrusion detection systems (IDS).  

It remains to be seen whether or when such devices will be either phased out or made transparent to 

end-to-end (E2E) Internet communications and applications. 

 

In this section, we discuss the benefits and costs of adopting IPv6.  After first evaluating the potential 

benefits of deploying IPv6, we discuss the nature and relative magnitude of the costs that enterprises and 

individuals may incur to deploy IPv6.  To make this general discussion more concrete, we also provide a 

case study in Appendix A that illustrates potential transition costs for a small or medium-sized business.  

Finally, we discuss transition issues and costs that are of particular importance in assessing the net 

economic impact of adopting IPv6. 

 

2.1 Relative Benefits of IPv6 vs. IPv4 
 
A general consensus appears to exist regarding the technical improvements of IPv6 versus IPv4 and the 

types of benefits that could follow from widespread adoption of IPv6.  Disagreement exists, however, 

regarding the size of those benefits and whether the incremental benefits of IPv6 (versus IPv4) for some 

or all users would outweigh the costs of a greatly accelerated transition from IPv4 to IPv6.45  This section 

                                                      
44 See, e.g., Microsoft Comments at 4-6; Motorola Comments at 2-4. 
45 The timing of the transition from IPv4 to IPv6 for any particular adopter, as well as the existing network infrastructure, could 

dramatically affect the costs incurred and the benefits realized. 
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discusses the potential net benefits of adopting IPv6, as identified by RFC commenters, RTI’s discussions 

with industry experts, the available literature, and participants at the July 28, 2004 public meeting.   

 

2.1.1   Increased Address Space 
 
A principal by-product of deploying IPv6 would be a large increase in the number of available IP 

addresses.  The 32-bit address field in the IPv4 packet header provides about 4 billion (4x109) unique 

Internet addresses.46  The 128-bit address header in IPv6, in contrast, provides approximately 3.4x1038 

addresses, enough to assign trillions of addresses to each person now on earth or even to every square 

inch of the earth’s surface.47 

 

The vast pool of addresses available under IPv6 would, at a minimum, "future proof" the Internet against 

potential address shortages resulting from the emergence of new and unforeseen services or applications 

that require large quantities of globally routable Internet addresses.48  Pressures on existing IPv4 address 

resources will likely increase in coming years, as more and more people around the globe seek IP 

addresses to enjoy the benefits of Internet access.49  The burgeoning demand for “always-on” broadband 

services (e.g., DSL and cable modem services) and the expected proliferation of wireless phones, 

wireless data devices (e.g., PDAs), and eventually wireless video services may further deplete the 

available IPv4 address space.50 

 

Further, if consumers are drawn to devices that can be remotely accessed and controlled via the Internet 

and that require fixed, globally accessible Internet addresses (e.g., smart appliances, in-home cameras 

and entertainment systems, and automobile components or subsystems), demand for IP addresses may 

overwhelm the remaining pool of IPv4 addresses.51  Although it is difficult to predict exactly when these 

developments may threaten the existing supply of IP addresses, the availability of virtually unlimited IPv6 

                                                      
46 See Microsoft Comments at 3 (4.3 billion addresses); Sprint Comments at 3 (same).  Because some of these addresses are needed 

for administrative purposes, all 4.3 billion cannot be assigned for use by individuals or organizations. 
47 See Sprint Comments at 3 (1x1030 addresses for every person); Joe St. Sauver, “What’s IPv6 . . . and Why Is It Gaining Ground?”, at 

http://cc.uoregon.edu/cnews/spring2001/whatsipv6.html (last visited Dec. 15, 2004) (3.7x1021 addresses per square inch).  As with 
IPv4 addresses, not all of these IPv6 addresses can be assigned to users. 

48 See, e.g., NTT/Verio Comments at 10-11 (identifying future applications that could benefit from expanded IPv6 address space). 
49 See North American IPv6 Task Force (NAv6TF) Comments at 4. 
50 See Cisco Comments at 1; MCI Comments at 3; Motorola Comments at 4; NTT/Verio Comments at 5, 10.  In contrast, one 

commenter questions whether each new mobile device will need its own IP address.  See Network Conceptions Comments at 7. 
51 See Cisco Comments at 2; Dillon Comments at 1; GSA Comments at 2, 6; NTT/Verio Comments at 10.  See also Public Meeting 

Transcript, supra note 41, at 65 (remarks of Paul Liao, Panasonic USA) (availability of IPv6-addressable electronic equipment in 
the home could make it easier and cheaper for companies to deliver software upgrades that could expand or modify the 
capabilities of that equipment); id. at 48-49 (remarks of Paul Liao and Stan Barber, NTT/Verio) (IPv6-addressed taxicabs in 
Tokyo can inform meteorologists when the cabs’ windshield wipers are on, providing the weathermen with more detailed 
information about rainfall patterns in the city). 
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middleboxes that affect E2E applications,88 and an absence of compelling applications that require E2E 

connectivity. 

 

 2.1.2 Simplified Mobility89 
 
Mobile services and mobile users could be major beneficiaries of the massive address space available 

via IPv6.  Various commenters anticipate a rapid growth in the potential number of mobile or portable 

devices that may connect to the Internet.  NTT/Verio notes that the use of mobile phones for email and 

database browsing in Japan has been growing rapidly.90  Sprint suggests that the emergence of mobile 

data services such as wireless data, picture mail, and text messaging could drive the adoption of IPv6.91  

Motorola argues further that IPv6 offers exciting opportunities for wireless sensor networks and for 

machine-to-machine communications, potentially leading to a large proliferation of devices that will 

connect to the Internet.92  

 

Quite apart from IPv6’s address benefits for mobile services, many experts believe that, whether used in 

a mobile or a portable environment, IPv6 can better support such devices than currently available options 

under IPv4.93  According to Microsoft, “IPv6 better handles mobile applications and services.”94  The North 

American IPv6 Task Force suggests that IPv6 allows devices to attach to networks at different points 

more easily than is currently achievable using IPv4 alternatives, principally through the use of stateless 

address autoconfiguration and neighbor discovery capabilities.95  Sprint suggests that IPv6 will permit 

more optimal routing of mobile traffic because IPv6 mobility specifications are being designed to eliminate 

“triangular routing.”96 

 

                                                      
88 NAT boxes and firewalls can be modified, albeit at some cost, to coexist in an IPv6 networked environment, possibly allowing 

some forms of direct E2E communications to take place.  March Streck Interview, supra note 82. 
89 For an IETF working document that describes how mobility support can be provided in IPv6, see D. Johnson, et al., “Mobility 

Support in IPv6” (June 30, 2003), at http://users.piuha.net/jarkko/publications/mipv6/drafts/mobilev6.html (expired Dec. 29, 2003) 
(last visited May 2, 2005). 

90 NTT/Verio Comments at 10. 
91 Sprint Comments at 11. 
92 Thus, devices commonly found in the home (such as lights, dishwashers, refrigerators, cameras, home computers, and other 

home appliances) can be assigned IP addresses, linked together on home networks, and connected to the Internet, allowing 
home owners to control such devices remotely.  See Motorola Comments at 4; March Streck Interview, supra note 82. 

93 Cisco suggests that IPv4 networks can also handle any mobile applications that exist today.  Cisco believes, however, that a 
large scale deployment of mobile IP “will be done more easily through Mobile IPv6 and its feature set.”  Cisco Comments at 6. 

94 Microsoft Comments at 5. 
95 NAv6TF Comments at 12-13.  The autoconfiguration and neighbor discovery mechanisms of IPv6, which are used for node 

discovery, also eliminate the need for DHCP or foreign agents currently used to route mobile traffic.  See Wolfgang Fritsche and 
Florian Heissenhuber, “Mobile IPv6: Mobility Support for the Next Generation Internet,” at 18 (Aug. 16, 2000), at 
http://www.6bone.sk/zaujim/MobileIPv6_Whitepaper.pdf. 

96 Sprint Comments at 6.  The mobility protocols within IPv6 are designed to avoid routing packets from a correspondent node to 
the mobile node via the home agent.  This route optimization mechanism will reduce transport delay and save network capacity.  
Route optimization is designed to be an integral part of Mobile IPv6 and is also available as an added functionality for Mobile 
IPv4.  See Fritsche and Heissenhuber, supra note 95, at 18. 
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The simplification of mobile networking in IPv6 could enable Internet users to remain seamlessly 

connected and easily reachable when portable or mobile devices move from their home networks to other 

unaffiliated networks.97  The possibility of continuous Internet connectivity for laptops, mobile phones, 

PDAs, sensors, and other mobile or portable devices, in turn, could spur development of myriad new 

applications in both the public and private sectors.98 

 

 2.1.3 Improved Quality of Service (QoS) 
 
Internet transmission currently is a “best effort” scheme—users cannot expect that “high priority” traffic will 

be handled any differently from other traffic.99  For business IP-based services to flourish, service 

providers will likely need to provide Quality of Service (QoS)100 support for those customers.  This would 

require, among other things, the ability to identify different classes of traffic and to provide sufficient 

instructions to the connecting networks so that messages are delivered with acceptable performance 

characteristics (e.g., error rates, delay). 

 

Several commenters suggest that, as presently implemented, IPv6 provides no better QoS support than 

does IPv4.101  Nevertheless, the IPv6 packet header contains a field—the “flow label”—that is not found in 

IPv4 and that is intended to assist with QoS.  The flow label allows a user or provider to identify those 

traffic flows for which the provider requests special handling by network routers with greater specificity (or 

“granularity”) than is available under IPv4.102  The expanded capabilities of IPv6 are not yet available to 

users and service providers, however.  According to IETF RFC 2460, “There is no requirement that all, or 

even most, packets belong to flows, i.e., carry non-zero flow labels [such as QoS] . . . [and] protocol 

designers and implementers [should] not assume otherwise.”103  One expert has indicated, however, that 

“without the flow label and hop-by-hop option processing of IPv6, [optimal QoS operations] would not be 

possible.”104  

 

                                                      
97 For example, a laptop linked to the Internet at home could be carried to work and then connected to the Internet there.  

Alternatively, a mobile phone user, who is browsing the Web, could remain seamlessly connected to the Internet while traveling 
from Boston to New York by linking to networks along the way.  In both cases users can be reached by simply querying their 
home IP addresses. 

98 An improved ability to provide such seamless mobility services will likely be a significant incentive for mobile service providers to 
deploy IPv6.  See, e.g., Public Meeting Transcript, supra note 41, at 69-70 (remarks of Mark Desautels, CTIA). 

99 See Wikipedia: The Free Encyclopedia, “Internet Protocol”, at  http://en.wikipedia.org/wiki/Internet_Protocol (last modified Nov. 
29, 2004). 

100 See hyperdictionary, “Quality of Service: Dictionary Entry and Meaning,” at 
http://www.hyperdictionary.com/search.aspx?define=quality+of+service (last visited Dec. 21, 2004) (quality of service is “the 
performance properties of a network service, possibly including throughput, transit delay, and priority”). 

101 See Hain Comments at 3; Internet2 Comments at 3-4. 
102 See Protocol Dictionary, “IPv6 (IPng): Internet Protocol version 6,” at http://www.javvin.com/protocolIPv6.html (last visited Dec. 

21, 2004). 
103 S. Deering and R. Hinden, “Internet Protocol, Version 6 (IPv6) Specification,” 30 (Dec. 1998), at  

http://www.ietf.org/rfc/rfc2460.txt. 
104 Lawrence Roberts, “QoS Signaling for IPv6,” § 1.1, at 2 (Dec. 11, 2003), http://ftp.tiaonline.org/tr-34/tr3417/Working/Dec-03 

(last visited July 16, 2004) (document is only available with a password). 
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The IETF has begun to develop standards and specifications that would allow users and service 

providers to exploit the potential benefit of the IPv6 flow label.  In March 2004, it released a foundation 

document that specified the flow label field and identified minimum requirements for IPv6 source nodes 

that wish to label packet flows, for IPv6 routers forwarding labeled packets, and flow state establishment 

methods.105  Additional work will be needed to build on these basic requirements to create flow label 

specifications for particular uses, such as QoS.106  It, therefore, appears that significantly more work is 

needed before a mature QoS standard is specified and, in turn, the potential QoS benefits of IPv6 can be 

realized. 

 

Another constraint on the wide scale implementation of QoS, either in IPv6 or IPv4, would be the lack of 

QoS support in any one network segment of the transmission path.107  Such a deficiency could negate 

QoS gains realized in the rest of the network path.  Further, from a commercial standpoint, service 

providers will not offer QoS support unless the offered differential in service quality translates into 

increased revenues from customers (i.e., if QoS utilization translates to improved service for the user and 

higher revenue for the provider).  

 
 2.1.4   Reduced Network Administration Costs 
 
Experts have suggested that IPv6 will reduce network administration costs in the long run if enterprises 

reorganize their networking structure and operating processes to take advantage of IPv6’s capabilities 

and remove NATs from their networks.108  For example, the autoconfiguration feature available in IPv6 

can simplify the connection of hosts and other devices to the Internet, thus reducing management 

overhead for network administrators.109  The vast number of addresses available under IPv6 could 

simplify (and thus reduce the costs of) subnet management because each subnet could be given 

substantially more address space than the number of nodes that could be connected to it.110 

If adoption of IPv6 motivates an organization to dispense with NATs, network administrators could more 

effectively use ping, traceroute, and other tools to diagnose network problems or to debug applications 

                                                      
105 J. Rajahalme, et al., “IPv6 Flow Level Specification,” Internet Society, RFC 3697 (March 2004), at ftp://ftp.rfc-editor.org/in-

notes/rfc3697.txt.  A “flow” is “a sequence of packets sent from a particular source to a particular . . . destination that the source 
desires to label as a flow.”  Id. at 1 (§ 1). 

106 See id. at 2 (§1). 
107 See id. at 3 (§ 4) (“To enable flow-specific treatment, flow state needs to be established on all or a subset of the IPv6 nodes on 

the path from the source to the destination(s).”).  The presence of NATs may also complicate deployment of QoS.  See Internet2 
Comments at 4. 

108 March Streck Interview, supra note 82.  The cost to upgrade to IPv6 and adjust a network to use the capabilities of IPv6 (e.g., 
remove NATs) could be very costly depending on the specific setup of a particular network. 

109 See Cisco Comments at 5; GSA Comments at 6; Microsoft Comments at 5; Sprint Comments at 8.  See also Public Hearing 
Transcript, supra note 41, at 57 (remarks of Latif Ladid, NAv6TF) (research by Forrester Research Group suggests that 
autoconfiguration could pay for IPv6 implementation within one year).  With autoconfiguration, a user can simply plug a host 
device into the network and it will automatically configure an IP address and network prefix and find all available routers.  GSA 
Comments at 6. 

110 See Cisco Comments at 4. 
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between pairs of hosts.111  Removal of NATs could also simplify use of multivendor networking 

solutions.112  Furthermore, decreasing the number of processing functions in a network (e.g., by 

eliminating NATs) could reduce the number of components that can fail, increase network resilience, and 

reduce management complexity and support costs.113  

 

To the extent that the administrative cost savings of IPv6 depend on the removal of NATs, however, the 

potential savings may be constrained or even negated by the likely persistence of those devices in an 

IPv6 environment.  More generally, immediate reductions in administrative costs flowing from adoption of 

IPv6 will likely not exist,114 although the cumulative savings should eventually exceed transition costs.  

Many networks may not see a net reduction in costs for at least five or more years after initial IPv6 

deployment, depending on the priority assigned to upgrading of systems, specific network complexities, 

and other issues that may arise during transition.115  

 

Additionally, some experts have stated that aggregate administrative reductions will not be realized 

because new IPv6 issues related to new/advanced applications and projected increases in Internet traffic 

could incur added costs, including additional administrative activities.116  However, this development still 

implies a decrease in the cost per unit of information exchanged. 

 

In summary, during the extended transition period in which both IPv4 and IPv6 support will be required, 

total operational expenses (OPEX) for network operations will likely increase, rather than decrease.  Any 

OPEX cost reduction will probably not be realized until significant operational experience has been 

gained at all levels of the network, including the application developer and user levels.  This may not 

accrue for ten or more years. 

 

 2.1.5 Increased Overall Network Efficiency 
 
Removing NATs, firewalls, and middleboxes, and/or restructuring network routing mechanisms (and 

administrative activities) would likely result in fewer processing steps and reduced transmission 

bottlenecks.117  The change to a fixed header size in IPv6 could yield processing efficiencies, and 

deployment of IPv6 could also allow routing tables to be reduced in size and redesigned for maximum 

                                                      
111 See Internet2 Comments at 2-3 (“expert ISP engineers and ordinary users have their time wasted trying to debug network 

problems either caused by the NAT boxes or made more difficult to diagnose by the NAT boxes”). 
112 NAv6TF notes that voice and data are converging into one platform.  NAv6TF Comments at 23.  If middleware, such as 

gateways and NATs, is required everywhere, the cost for single-vendor solutions may be containable, but multi-vendor solutions 
will be costly interoperability propositions.  

113 See Cisco Comments at 4. 
114 See infra Section 2.2 for more information on the sorts of costs that may be incurred in the transition to IPv6. 
115 This conclusion is based on RTI’s analysis of RFC comments, extensive literature reviews, and discussions with stakeholders 

and experts. 
116 See March Streck Interview, supra note 82. 
117 Network processing to maintain NAT translation tables can cause a bottleneck if network traffic grows very rapidly. 
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efficiency.118  Some experts have said that such benefits will result only when IPv6 use is widespread.119  

The potential increase in overall network efficiency, moreover, may be difficult to correlate with adoption 

of IPv6.  A much better benchmark, and the metric of greatest interest to the user community, is whether 

the performance of E2E and other applications improves significantly when using IPv6 transport.    

 
Table 2-1.  Overview of IPv6 Benefits 

Benefits 

Magnitude of 
Potential 
Benefits Timing Issues 

Likelihood of 
Occurrence 

Key Factors in Realizing 
Benefits of IPv6 

Increased address 
space 

Large No near-term shortage 
in U.S. 

Medium/High Removal of NATs; growth in 
number of end-to-end and 
other applications 

Simplified mobility Large New applications will 
likely flow from Asian 
test markets 

Medium/High Growth/demand for new 
applications 

Reduced network 
administration costs 

Modest Cost may increase 
during transition 

Medium (in the 
long term) 

Removal of NATs 

Improved overall 
network efficiency 

Modest Efficiency may not 
improve until after 
large scale transition 

Low Removal of NATs 

Improved QoS 
capabilities 

Modest/Small Few benefits in the 
near future 

Low Ongoing standardization and 
subsequent implementation 
of QoS “flow label” field 

Source:  RTI estimates based on RFC responses and discussions with industry stakeholders.  
 
 

2.1.6   Summary 
 
As the foregoing discussion indicates (and as Table 2-1 summarizes), adoption of IPv6 can potentially 

produce measurable benefits for users, equipment vendors, and service providers.  The largest likely 

benefits will be realized in the areas of increased address space (and associated innovations in services 

and applications) and improved mobility. Additional work must be done (e.g., removal of NATs, 

restructuring of networks, and standards setting) to fully capture the potential benefits.  Although the long-

term benefits may be considerable, the short-term benefits for many organizations may not exceed the 

costs of moving from IPv4 to IPv6 on a greatly accelerated basis. 

 
 
 
 
 
 

                                                      
118 In this statement, “routing tables” generally refers to backbone routers and national DNS routing tables.  As the number of IP 

addresses has grown, these routing tables have tracked individual IP addresses rather than utilizing hierarchical mapping, in 
which one IP address can afford entry to many others.  In IPv6 routing tables, a more hierarchical approach could be used to 
reduce the size of backbone routing tables, as well as those of all routers.  The potential network efficiency gains, however, 
would be experienced at the backbone level. 

119 March Streck Interview, supra note 82. 
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2.2 Stakeholder Costs of Adopting IPv6 
 
The potential costs associated with deploying IPv6 consist of a mixture of hardware, software, labor, and 

miscellaneous costs.120  The transition to IPv6 is not analogous to turning on a light switch; instead, many 

different paths to some level of IPv6 deployment can be forged.  Each organization or user throughout the 

Internet supply chain will incur some costs to transition to IPv6, primarily in the form of labor and capital 

expenditures required to integrate IPv6 capabilities into existing networks. 

 

Expenditures and support activities will vary greatly across and within stakeholder groups depending on 

their existing infrastructure and IPv6-related needs.  By and large, ISPs offering service to large groups of 

customers will likely incur the largest transition costs per organization, while independent users will bear 

little, if any, costs.121  Factors influencing these costs include: 

 the type of Internet use or type of service being offered by each organization; 

 the transition mechanism(s) that the organization intends to implement (e.g., tunneling, 

dual-stack, translation, or a combination); 

 the organization-specific infrastructure comprised of servers, routers, firewalls, billing 

systems, and standard and customized network-enabled software applications; 

 the level of security required during the transition; and 

 the timing of the transition. 

 

Table 2-2 provides a list of relative costs that may be incurred by stakeholder group and gives a 

percentage breakdown by cost category. Table 2-3 provides an item-by-item list of the costs to deploy 

IPv6 by stakeholder group.  This is a relative comparison of costs and should not be interpreted as 

representing the actual size of each stakeholder group’s cost.  Further, small Internet users (e.g., home 

and small businesses) are not captured in Table 2-3 because they will likely incur virtually no costs.  

Small Internet users will receive software upgrades (e.g., operating systems and email software) as new 

versions are purchased, that their IPv4-only hardware (e.g., routers and modems) will be replaced over 

time as part of normal upgrade expenditures, and that IPv6 will eventually be provided at no additional 

cost.
122

 

 

 
 
 

                                                      
120 For a case study of how and at what pace an enterprise might adopt IPv6 and the sorts of costs it would likely incur, see 

Appendix A. 
121 This assumes that adoption occurs after routine cyclical upgrades provide IPv6 capabilities in hardware and software to the 

user community. 
122 This conclusion is based on RTI’s analysis of RFC comments, extensive literature reviews, and discussions with stakeholders 

and experts   See also Cisco Comments at 10 (as IPv6 becomes more prevalent, "customers will be able to transition based on 
their need to do so without excessive regard to hardware costs"). 
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Table 2-2.  Overview of Relative IPv6 Costs 
Transition Cost 
Breakdowna 

Stake-
holders 

Relative 
Cost 

Hard-
ware 
(HW) 

Soft- 
ware 
(SW) Labor Timing Issues 

Key Factors in Bearing 
Costs 

Hardware 
Vendors 

Lowb  10% 10% 80% Currently most are 
providing IPv6 
capabilities 

Rolling in IPv6 as 
standard R&D expense; 
international interest and 
future profits incentivize 
investments 

Software 
Vendors 

Low / 
Medium
c 

10% 10% 80% Currently some are 
providing IPv6 
capabilities 

Interoperability issues 
could increase costs 

Internet 
Users 
(large) 

Medium 10% 20% 70% Very few currently 
using IPv6; HW and 
SW will become 
capable as routine 
upgrade; enabling cost 
should decrease over 
time 

Users will wait for  
significantly lower 
enablement costs or 
(more probably) a killer 
application requiring IPv6 
for end-to-end functionality 
before enabling 

Internet 
Users 
(small) 

Low 30% 40% 30% Availability and 
adoption schedules 

With little money to spare, 
these users must see a 
clear return on investment 
(ROI). 

Internet 
Service 
Providers 
(ISPs) 

Highd 15% 15% 70% Very few offering IPv6 
service; no demand 
currently; very high 
cost currently to 
upgrade major 
capabilities 

ISPs see low or 
nonexistent ROI, high 
costs, and high risk 

Source:  RTI estimates based on RFC responses, discussions with industry stakeholders, and an extensive literature review. 
a These costs are estimates based on conversations with numerous stakeholders and industry experts.  Several assumptions 

underlie them.  First, it is assumed that IPv6 is not enabled (or “turned on”) or included in products and no IPv6 service is offered 
until it makes business sense for each stakeholder group.  Hardware and software costs are one-time costs.  Labor costs could 
continue for as long as the transition period and possibly longer. 

b  For hardware vendors producing high-volume parts that require changes to application-specific integrated circuits (ASIC), the 
costs could be very high and would not be offered until the market is willing to pay.   

c  Software developers of operating systems have and will incur a relatively low cost; however, application developers will incur 
greater relative costs, designated as medium. 

d  The relative cost for ISPs is particularly high if the ISP manages equipment at user sites, because premises equipment is more  
costly to manage and maintain. 

 
 
 
 
 
 
 
 
 
 
 
 
 






























































